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ABSTRACT 
Compression is important because it helps us to reduce the consumption of expensive resources, such as disk 

space and cost for using bandwidth. Use of the right compression method and encryption technique yield more 

compact and secure data that are eligible to transfer over public channel. We introduce an optimal approach to 

compress and then encrypt images. The proposed method is used to increase the compression ratio for images 

by segmenting an image into non-overlapping segments called edge and non-edge segments and applying 

different compression depths for these segments. In an edge segment (a region that contains important 

information) the compression ratio is reduced to prevent loss of information, whereas in a non-edge segment (a 

smooth region which does not have important information), a high compression ratio is achieved and for 

encryption a non linear chaotic map is used. The performance of the proposed system is quantified using the 

peak signal-to-noise ratio to test the compression ratio and also the encrypted image has huge key space which 

makes harder for hacker to decrypting it using wrong key. 

 

KEYWORDS: Data compression, Scanning Pattern, Image Encode, Linearization, Chaotic Map. 

I. INTRODUCTION 
Data compression has important application in the areas of data transmission and data storage. Many data 
processing applications require storage of large volumes of data, and the number of such applications is 

constantly increasing as the use of computers extends to new disciplines. At the same time, the proliferation of 

computer communication networks is resulting in massive transfer of data over communication links. 

Compressing data to be stored or transmitted reduces storage and/or communication costs. When the amount of 

data to be transmitted is reduced, the effect is that of increasing the capacity of the communication channel. 

Similarly, compressing a file to half of its original size is equivalent to doubling the capacity of the storage 

medium. It may then become feasible to store the data at a higher, thus faster, level of the storage hierarchy and 

reduce the load on the input/output channels of the computer system. Broadly, compression is classified as 

lossless and lossy.  The lossless technique generates an exact replica of the original data stream during 

decompression. This technique is used when storing data base records, spread sheets or word processing files. 

On the other hand lossy compression is preferred for archiving and often for medical imaging, technical 

drawings, etc. where quality of the data is compromised to an acceptable level. Developing innovative schemes 

to accomplish effective compression has gained enormous popularity in recent years. A brief review of some 

recent significant research is presented here. 

 

Gupta and Anand [10] introduced algorithm based on adaptive quantization coding (AQC) algorithms. The 

objective is to reduce bit rate produced by AQC while preserving the image quality. The proposed algorithms 

used only selected bit planes of those produced by encoder using bit plane selection using threshold (BPST) 

technique. The bit planes are selected by using an additional processing unit to check the intensity variation of 

each block according to a predefined threshold. John and Girija[20]proposed novel and high performance 

architecture for image compression based on representation in the frequency domain. The digitized image is 

compressed using discrete Hartley transform (DHT), discrete Walsh transform, discrete Fourier transform, and 

discrete Radon transform and their combinations with DHT. DHT is used as a basic transform because of its 
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reversibility, hence other transform kernels can be developed where the architecture is developed using verilog 

hardware descriptive language and has been tested for still images [11] [14]. Raju et al. [21] presented new 

approach to image compression based on image demosaicing. In the encoder, a mosaic of primary s is encoded 

instead of the full image considered as four different channels that are compressed using sub-band transform 

coders. They proposed to use a transfer based on the DCT for the coded channels. The proposed demosaicing 

technique employs an optimized transfer in the reconstruction of the red and the blue s to impose higher 

smoothness in the new space in terms of minimal gradient energy. 

 

Douak et al. [5] have proposed a new algorithm for image compression. After a pre-processing step, the DCT 

transform is applied and followed by an iterative phase including the threshold, the quantization, dequantization, 

and the inverse DCT. Pixels in an image generally, exhibit a certain amount of correlation with their neighbours. 

In other words, they are highly redundant. DCT transforms such correlated data into an uncorrelated data with 

minimum information redundancy since the cosine function comprises an orthogonal basis [25]. This 

transformation is a lossless for any dimensional data; therefore, the inverse operation of the same reconstructs 

original data ideally. A multidimensional transform can be derived from consecutive application of one-

dimensional (1-D) transform in an appropriate direction. Because of energy packing efficiency performance 

criteria, a two dimensional (2-D) version of DCT is widely used in image processing and analysis in problems 

of spectral analysis, data compression, and pattern matching and so on. A 2-D DCT is obtained by 

performing a 1-D DCT on the columns of a matrix and then 1-D DCT on the rows of a matrix [6], [9]. These 

two operations are interchangeable, for any higher dimensions. The same can also apply for an inverse 

transformation. The results obtained from 2-D DCT will be in an ordered fashion where the mean value of a 

matrix, known as dc coefficient is in the upper left (0, 0) of the matrix and small high-frequency values, known 

as ac coefficients are following it. In general, at first, segmenting the image into several square blocks is 

performed, and DCT is applied to each block. In practice, the block size N most often equals 8 because a larger 

block takes a great deal of time to perform DCT calculations, which can produce unreasonable trade off. A 2-D 

DCT operates on one block at a time in a left-to-right and top-to-bottom manner for JPEG images in general 

[15]. For a N x N image block sequence D(i, j) with {0 ≤ i, j < N}, it is defined as, 

 

D(i, j) =
1

√2N
 C(i)C(j) ∑ ∑ P(x, y)N−1

y=0 Cos [
(2x+1)iπ

2N
] Cos [

(2y+1)jπ

2N
]N−1

x=0    (1) 

 

C(i), C(j) = {
1

√2
,                for i, j = 0

1,         1 ≤  i, j ≤ N − 1
       (2) 

 

D (i, j) and P (x, y) represents an input pixel. Since DCT is perfectly reversible, the inverse DCT (IDCT) is 

defined as [11], 

 

P(x, y) =
1

√2N
∑ ∑ C(i)C(j)D(i, j)N−1

j=0 Cos [
(2x+1)iπ

2N
] Cos [

(2y+1)jπ

2N
]N−1

i=0     (3) 

 

When DCT is applied to a square block, it converts highly correlated data set in a relatively independent data set 

[5] and results a dc coefficient, and a series of ac coefficients of zero values at high frequency and small values 

at low frequency. Since DCT is a lossless transformation, the function Inverse-DCT (IDCT) results original 

pixel value [25]. 

 

Quantization is the process of approximating the resultant DCT matrix into a small set of values, to determine 

what information can be discarded safely without a significant loss in visual fidelity [25]. Consequently, that 

leads to the development of lossy compression [10]. The quantization is performed by using the following 

equation. 

 

Pquant(x, y) = Round (
P(x,y)

Q(x,y)
)        (4) 
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Before encoding dc coefficients directly, a Differential Pulse Code Modulation (DPCM) is performed in order to 

reduce the further size of it. In which the difference between the successive block dc coefficients is calculated 

as, 

 

∆DCi = DCi − DCi−1         (5) 

 

To obtain the best possible compression ratio, the next step is to apply an adaptive scanning [11] providing, for 
each (n x n) DCT block a corresponding (n x n) vector containing the maximum possible run of zeros at its end. 
The last step is the application of a modified systematic lossless encoder. In this paper, the proposed method 
achieves a new image compression ratio because of a scanning pattern called ZZRD, which makes a balance on 
compression ratio and image quality by compressing the vital portions of the image with high quality. In this 
approach, the main subject in the image is more significant than the background image. The performance of 
the proposed scheme is evaluated in terms of the peak signal to noise ratio and the compression ratio 
attained. The experimental results demonstrate the effectiveness of the proposed scheme in image 
compression. In the image compression algorithm, the input image is RGB space, and then the image is initially 
classified into edge and non-edge portions using Canny method [3]. Then the image is subdivided into 8x8 
blocks and DCT coefficients are computed for each block. The quantization is performed conferring to a 
quantization table [8],[9],[10]. The quantized values are then rearranged according to a new scan arrangement 
as described in next section rather than traditional methods shown in Fig. 1. 
 

 
Figure. 1 The various methods of DCT coefficient scanning methods: (a) Vertical, (b) Hilbert, (c) Zigzag (d) Horizontal 

 

II. MATERIALS AND METHODS 
Scanning Patterns  

A scan method can convert a difficult to use signal into an easy to use one by exploring source redundancies 

within the input signal, which could be very useful in image compression. In Joint Picture Expert Group (JPEG) 

image compression [22] encoding an image can lead to not an optimum result, if the quantized two-dimensional 

discrete cosine transform coefficients are not arranged in linear sufficiently. An efficient linearization scheme is 

necessary to keep highly redundant coefficients consecutively in one dimensional sequence space so that other 

techniques involved in the compression process can be expected to yield better results. In image compression, 

particularly JPEG images, exploring the content of an image depends on the way in which it is scanned. 
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Fig. 1. The various methods of DCT coefficient scanning methods: (a) Vertical, (b) Hilbert, (c) Zigzag (d) Horizontal 

For an instance, information obtained by scanning the image horizontally differs from those obtained by 

scanning it vertically [15], [16], [17]. Since there are several ways to scan the image, there are also several 

possible interpretations of its content. Thus finding the scan that provides more useful and relevant information 

of the image can be useful for image processing. In the compression context, efficient scanning must be able to 

explore most redundancy in the image. The JPEG encoder for instance, scans the image block in Zigzag pattern. 

It is proved that the performance of such encoding depends partly on the way in which the image was scanned. 

Thus, searching a way to find the most suitable scan may be useful for image compression[19],[20]. 

In this paper, a novel scanning scheme proposed by S Sankar et.al., 2014 has been implemented for performing 

linearization where a hybrid procedure is employed by integrating a portion of Zigzag with new Raster Diagonal 

patterns shown in figure 2 to analyse correlations in the image and strengthen the correlation in the resulting 

linear pixel sequence, which is easily exploitable for purposes of compression. 

 

 
Fig. 2. ZigZigRasterDiagonal[25] 

Zigzag procedure begins at 1 and ends at 2 and Raster Diagonal begins at 3 and continues till the end of the 

matrix is reached. The algorithms are applied individually into JPEG Base Line compression process and the 

performance is analyzed for discrete images with distinguishing factors. The result of quantization process is a 

2-D square matrix that holds a dc coefficient and mixed frequency symbols of ac coefficients. Before we start 

encoding the coefficients, they can be further reduced by applying Differential Pulse Code Modulation (DPCM) 

method for dc and Run Length Encode (RLE) for ac coefficients respectively. RLE always expects a high 
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frequency[24] of the same symbol in a consecutive manner so that it can be replaced by a low frequency 

symbol, if so, the encoder will produce a smaller number of bits otherwise not. As a fact of this, a better 

scanning pattern is required to gather high frequency of symbols in places where assorted symbols are 

presented. Therefore, the scanning pattern only determines the order in which the ac coefficients should be 

considered to facilitate the encoding process on them. 

ZigZagRasterDiagonal Pattern 

In which, a 2-D square matrix is split into exactly two halves diagonally, and the upper left part is scanned in 

Zigzag fashion, and the lower right part is in a RasterDiagonal fashion as shown in figure 2b. The Zigzag pattern 

scans ((n*n) /2) + (n/2)-1 number of matrix locations whereas RasterDiagonal pattern scans ((n*n) /2) - (n/2)+1 

amount locations where n is the total number of the rows or columns of a square matrix. The algorithm for the 

ZigzagRasterDiagonal is given below. 

AlgorithmZigzagRasterDiagonal 

Input:     Q[][]: 2-D array, n: is the total number of rows or columns of a square matrix  

Output:  A[]: 1-D array 

row ← col ← 1 

i ← t ← 0 

N← n*n 

A[] ← a new 1-D array of size N 

while i is less than N do 

      A[i] ← Q[row – 1] [col – 1] 

if i < [(N/2)+(n/2)-1] then 

if [(row + col) & 1 == 0] then 

if col < n then   col++ else row += 2 

if row > 1 then row-- 

else 

if row < n then row++ else col += 2 

if col > 1 then col-- 

else 

if row < n then row++, col-- 

elset ← col + 1, col ←  row, row ← t 

i++ 

end while 

return A 

Step 0: Initialize i=1. 

Step 1: Follow the procedure Zigzag until to reach the bottom most left cell. 

Step 2: Move to top right by assigning incremented column value to row and old row value to the column. 

Step 3: Move to the bottom once by incrementing row by 1and decrementing column by 1 until to reach the 

bottom side. 

Step 4: Repeat step 2 and 3 until to reach the last cell. 

 

Compression at different depths 

The proposed compression algorithm named as Depth 4 (D4). We evaluate the efficiency of compression by 

evaluating the Peak Signal to Noise Ratio (PSNR). Images of different sizes (512x512 and 256x256) are 

considered in the experiment, most of which are commonly used in the evaluation of computer vision and image 

processing algorithms. 

Depth 1 (D1): Without classifying the image as edge and non-edge, all AC coefficients of the edge blocks and 

non-edge blocks on each component (RGB space) are used for compression. 

Depth2 (D2): All AC coefficients of the edge blocks on each component (RGB space) are used. After 

quantization and new scan the non-zero of the quantized coefficients is counted and all AC coefficients will be 

used as the input of the Huffman coding. The non-edge block will be coded using only the DC coefficient. 

Depth 3 (D3): In this method, we tried to reduce the number of AC coefficients used in coding the edge blocks. 

This will reduce the effect of image noise, increase the compression ratio, and accelerate the coding process, 

which only the quantized DC coefficient value will be used for non edge blocks. 
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Depth 4 (D4): a 50% (chosen experimentally) of the non- zero AC coefficients of the edge blocks on R 

component, 50% of the non-zero AC coefficients of the edge blocks on G component, and 50% of the non-zero 

AC coefficients of the edge blocks on B component are used. After quantization the non-zero quantized 

coefficients are counted and only the first 50% of the non-zero AC coefficients on each component (R, G, and B 

component) is used as the input for Huffman coding. In case of non-edge blocks, only DC coefficients are taken 

into consideration for encoding. 

 

Non Linear Chaotic Map (NCP) 

In the context of Information Science, data compression is called as source coding where encoding done at the 

source of the data before it is stored or transmitted and decoding is done at the destination of the data. When it is 

desired to transmit redundant data over an insecure and bandwidth constrained channel, it is customary to first 

compress the data and then encrypt it. Compression always relies on high redundant data in order to gain size 

reduction. Since encryption destroys redundancy, the compression algorithm would not be able to give much 

size reduction, if it is applied on encrypted data. Compression schemes work by finding patterns in input data 

that can be destroyed during the encryption which increases compression times. Compressed data can vary 

considerably for small changes in the source data, therefore making it very difficult to perform differential 

cryptanalysis on compressed data. For these reasons, we preferred to perform compression before encryption.  

The image encryption algorithm used in this study is based on the proposed NCA map. It uses chaotic sequence 

generated by NCA map to encrypt image data with different keys for different images. Original chaotic 

sequence {x0,x1,x2, . . .} consists of decimal fractions. However images are all digital. So a map is defined to 

transform the chaotic sequence to another sequence which consists of integers. Then plain-image image can be 

encrypted by use of XOR operation with the integer sequence .It is depicted in the below figure 3. The 

encryption steps are as follows: 

Step 1: Set encryption keys for the plain-image, including structural parameters a, b and initial value x0.  

Step 2: Do 100 times of chaotic iteration as formula, and obtain the decimal fraction x100.  

Step 3: If the encryption work is finished, then go to step 6; otherwise do three times of chaotic iteration; and as 

a result, a decimal fraction, such as x103, will be generated, which is a double value and we choose its first 15 

significant digits.  

Step 4: Divide the 15 digits into five integers with each integer consisting of three digits. For each integer, do 

mod 256 operation, and another 5 bytes of data will be generated.  

Step 5: Do XOR operation using the 5 bytes of data with 5 bytes of image data (grey value or color RGB value). 

Step 6: Pass the encrypted image through communication channel. 

 
Figure.3  Steps in NCP 

The nonlinear aspect of the algorithm is provided by the use of a power function and a tangent function in the 

recursive generation of the xn. The formulae used to generate the chaotic matrix are as follows: 
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xn+1 = tan(xn) (1 – xn)      (6) 

where xn(0, 1) and n = 0, 1, 2, … , and 

=µ.cot(α/(1+β)).(1+(1/β))        (7) 

where = 1 – –4 >0.  The ranges of α and β correspond to the chaotic map operating in chaotic regime. This 

map can apply more large key space than Logistic map. 
 

III. RESULTS AND DISCUSSION 
For edge blocks, some of the non-zero quantized AC coefficients will be eliminated based on its power. As 

known, the quantization matrix is computed based on the variance of the DCT coefficients. The quantization of 

a single coefficient in a single block causes the reconstructed image to differ from the original image by an error 

image proportional to the associated basis function in that block. Moreover, the elimination of some quantized 

coefficients may give clearly visible errors, i.e., the blockiest of the artifacts distinguishes them from the 

original image content. We tried to address this problem using two experimental tests. These tests can be 

summarized as follows. 

Step 1: For edge blocks the statistical variances of the DCT coefficients will be estimated and the normalized 

cumulative variance (NCV) of the AC coefficients will be computed. The NCV values are recorded according to 

the spectral component index. The NCV at the nth spectral component, where n Ε [0, N - 1], is defined as 

 

𝑁𝐶𝑉(𝑛) =
∑ 𝜎𝑖,𝑗

2
𝑛

∑ 𝜎𝑖,𝑗
2

𝑁
                (8) 

where 𝜎𝑖,𝑗
2 is the variance of the (I, j) spectral component. Clearly, NCV(n) provides a measure for the percentage 

of the AC coefficients that can be selected for accepted quality. A set of images with different details has been 

used to test the NCV(n). On the average, 18% of the DCT coefficients contain about 80% of the total power of 

the image signal. 

Step 2: Assume that the edge variance V is the sum of the squared difference for all such pixel pairs 

 

𝑣 = ∑(𝑥1 − 𝑥2)2                (9) 

where x1 and x2 are the image values of two pixels that are next to each other in the same row, but are in 

different blocks. The edge variance is estimated for the original image (Vo) and the reconstructed image (Vr) 

using the pixels just beside the edge on both sides and taking the average. Experimentally, for (Vr=Vo) > 1.3 the 

blocking artifact will be clearly visible. A set of images are tested to estimate the minimum number of AC 

quantized coefficients that give an edge variance less than the critical value with different block size. Related to 

these two steps, 70% of the nonzero AC coefficients on each component (RGB space) provide good results. 

After quantization and new scan the non-zero of the quantized coefficients is counted and only the first 70% of 

the non-zero AC coefficients on each component will be used as the input of the Huffman coding. The non-edge 

block will be coded using only the DC coefficient. For five test images, the original image and the reconstructed 

image obtained using the proposed coding schemes are given in Table I. The comparison of performance 

measures (compression rate measured in bit rate (bpp) and distortion measured in PSNR) of the proposed coding 

scheme D4 against the results of D1, D2 and D3 coding schemes are presented in Table II which also shows the 

subjective quality comparison of the different images compressed by different methods (D1, D2, D3 and D4). 

The best coding results are achieved with the D4 coding scheme based on ZZRD scan [25]. The ZZRD scan has 

a no effect even the higher complexity of the D4 coding scheme. The time complexity of ZZRD is O (N), where 

N corresponds to the total number of pixels in the image. The proposed method tested with 1GB of standard test 

images with varying sizes range from 128x128 to 1024x1024. Figure 4a and 4b show that comparison of PSNR 

and MSE of proposed method with classical methods. It can be seen that proposed method outperforms with at 

least 1–2.4 dB for PSNR up to and at least 2.22%of error percentage in average. The difference is much greater 

at high bit-rate. In fact, it can be seen that depth D1 in the proposed scheme maintains an acceptable PSNR 

(higher than 3.3 dB) even at a bit-rate as high. A 256 × 256 size 8 bits gallopinghorse.jpg image has been 
considered as an example for encryption. The encrypted image is depicted in Figure 4. The image is encrypted 

with initial parameters are  =(1.47, 5, 4.876545676545671, 2.3). 
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Table 1. Reconstructed images obtained from experiment 

Test 

Images 
Original Reconstructed 

 D1 D2 D3 D4 

 

William 

 

 
    

Lena 

     

Galloping 

Horse 

     

Black 

Hood 

Lady 

     

Prague 
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Figure. 4(a) PSNR (b) MSE 

 

Table 2. Comparison of Performance  
Image  D1 D2 D3 D4 

William MSE 21.82 27.31 30.39 33.42 

 PSNR 34.82 46.83 54.04 44.22 

 CR 32.5 44.26 22.81 35.31 

 bpp 2.22 2.3 1.34 1.81 

Lena MSE 11.56 14.87 36.56 47.17 

 PSNR 12.57 13.8 11.35 21.6 

 CR 9.72 3.07 9.56 13.47 

 bpp 1.46 1.8 0.96 1.04 

Galloping Horse MSE 33.65 46.04 54.41 56.48 

 PSNR 22.28 32.56 20.78 20.94 

 CR 10.22 12.09 14.85 10.89 

 bpp 1.74 3.13 1.18 1.17 

Black Hood Lady MSE 10.84 23.22 34.99 36.81 

 PSNR 15.55 35.63 22.36 22.49 

 CR 14.08 16.37 12.26 16.51 

 bpp 1.15 1.53 0.8 1.71 

Prague MSE 12.18 14.39 20.44 21.65 

 PSNR 27.6 37.82 24.09 14.23 

 CR 18.05 20.63 17.32 22.04 

  bpp 0.79 1.19 1.39 1.54 

 

The best coding results are achieved with the D4 coding scheme based on ZZRD scan [25]. The ZZRD scan has 

a no effect even the higher complexity of the D4 coding scheme. The time complexity of ZZRD is O (N), where 

N corresponds to the total number of pixels in the image. The proposed method tested with 1GB of standard test 

images with varying sizes range from 128x128 to 1024x1024. Figure 4a and 4b show that comparison of PSNR 

and MSE of proposed method with classical methods. It can be seen that proposed method outperforms with at 

least 1–2.4 dB for PSNR up to and at least 2.22%of error percentage in average. The difference is much greater 

at high bit-rate. In fact, it can be seen that depth D1 in the proposed scheme maintains an acceptable PSNR 

(higher than 3.3 dB) even at a bit-rate as high. A 256 × 256 size 8 bits gallopinghorse.jpg image has been 

considered as an example for encryption. The encrypted image is depicted in Figure 4. The image is encrypted 

with initial parameters are  =(1.47, 5, 4.876545676545671, 2.3). 

0

5

10

15

20

25

30

35

40

45

P
SN

R
 in

 d
b

Image sequence

LZW

gZip

0

5

10

15

20

25

30

35

40

William Leena GallopingHorse Black Hood
Lady

Prague

M
SE

 (
%

)

Image sequence

LZW

gZip

LZ++

Proposed method

http://www.ijesrt.com/


  ISSN: 2277-9655 

[Sankar* et al., 6(6): June, 2017]  Impact Factor: 4.116 

IC™ Value: 3.00  CODEN: IJESS7 

http: // www.ijesrt.com© International Journal of Engineering Sciences & Research Technology 

 [223] 

 

                                

                           Figure. 5. a)Compressed Image        b)Encrypted Image               c)Decrypted Image 

The secret key should produce a completely different encrypted image. For testing the key sensitivity of the 

proposed image encryption procedure, we use the wrong key, initial parameters are  = (1.47, 5, 

4.876545676545672, 2.3). We can note that image still unclear as seen in figure 6. 

 
Figure. 6 Decrypted Image with wrong key 

 

For a secure image cipher, the key space should be large enough to make the brute force attack infeasible. The 

key of the new algorithm consists of three floating-point numbers. If we use the first 20 digits of a floating-point 

number, then there are 100 uncertain digits are possible. So the possible key space is 2100. An image cipher with 

such a long key space is sufficient for reliable practical use. 

 

IV. CONCLUSION 
In this paper, we have implemented a hybrid scan called ZZRD and an image encoding at depth 4 for effectual 

compression of images an dfor encryption non linear chaotic map is used. The performance of the technique 

with the recent research is conducted, and shown superior performance of our algorithm in terms of quantitative 

distortion measures, as well as visual quality and PSNR. The experimental results demonstrate the effectiveness 

of the proposed scheme in image compression. The encrypted image of compressed image has long key space 

i.e. 2100 which is good enough to make chaos for the hacker. 
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